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Abstract—As the number of charging Plugged-in Electric Vehicles (PEVs) increase, it is crucial to control the charging of PEVs in order to minimize energy generation and transmission costs, and ensure grid stability. In this work, we analyze the equilibrium properties of a natural price-driven charging control game in the distribution grid, between the utility (that sets the time-dependent energy usage price) and selfish PEVs (that choose their own charging schedules to minimize individual cost). We demonstrate through analysis and simulations that individual best-response strategies converge to socially optimal charging profiles (also equilibrium solutions) under fairly weak assumptions on the (asynchronous) charging profile update processes. We also discuss how the framework can be extended to consider the topology of the distribution tree and associated transmission line capacity constraints.

I. INTRODUCTION

The use of Plugged-In Electric Vehicles (PEVs) can reduce the cost of the fuel consumption, greenhouse gas emissions, and at the same time increase vehicle engine performance efficiency. Naturally, PEVs have been getting popular in recent years [1], and almost all major automobile manufacturers are currently either developing or contemplating development of PEVs [2].

As PEVs derive some or all of their energy from the electric grid, increase in PEV usage would imply a significant increase in the overall load on the electric grid. Based on survey data [3],[4], if every household owns just one PEV in the near future, the peak demand of the grid load from charging the PEVs can increase the peak load by 2.5 times the current peak load. Therefore efficient management of the this excess demand is important for the overall efficiency and stability of the grid [5], [6], [7]. This has led researchers to study the question of coordinating/optimizing the charging of PEVs [8], who have demonstrated that the undesirable effects of PEV charging on the distribution grid can be largely avoided through this coordination. The question of coordinated PEV charging has been approached from different perspectives, including game theory [9][10], gradient optimization [11], sequential quadratic optimization [12], [13], dynamic programming [14], and heuristic methods [1], [15].

In this paper, we study the problem of price-driven charging of PEVs in a distribution network (grid), posing it as a non-cooperative game between the PEVs (users). We show that under some very general assumptions of the pricing function, Nash equilibrium of this game exists, although it is not necessarily unique. Moreover, every Nash equilibrium is also socially optimal (and vice versa) in the sense that it minimizes the variance of the overall load in the distribution grid. This implies that the price-of-anarchy of the game is unity. Furthermore, we show that the best-response updates by individual PEVs results in the system converging to socially optimal solutions, even when the charging profile updates by PEVs are asynchronous and may occur at different frequencies. We also discuss how the model and results can be extended to consider the topology of the distribution tree and associated transmission line capacity constraints. Finally, we investigate through simulations the convergence of best-response charging profile updates while varying different system parameters.

Our work is related to some of the recent work in this domain on decentralized PEV charging. [9], [11] and [10] in particular. Among these, [9] is perhaps closest to our work as [9] also models decentralized charging of PEVs in a non-cooperative game framework, and studies similar issues. Our results are shown for a much more general setting than that of [9], which derives similar properties of the Nash equilibrium in the “large population” regime. In our model and results, this assumption is not needed. Note that the use of the large population regime, a PEV can ignore the effect of its own choice of charging rate in the overall load on the grid. However, in the finite population regime that we consider in our work, a PEV does take into account (while determining its charging cost) the effect of its charging rate on the overall load on the grid, and therefore the price changes as a result of the additional load it places in the grid. Finally, whereas [9] proves convergence of the best-response strategy under synchronous updates (using contraction mapping arguments), we show that the best-response strategy in our framework converges under asynchronous updates, under fairly weak assumptions on the timing and frequency of the update processes by individual PEVs. This is achieved by extending the convergence result of the classical block coordinate descent (Gauss-Seidel iteration) method [16] to a partial asynchronous model.

The study in [11] derives an optimization based algorithm for decentralized charging of PEVs towards attaining social optimality. While the proposed algorithm can be viewed as a best-response update policy for a specific time-dependent pricing function, [11] does not consider the PEV charging question from a game-theoretic perspective, and the pricing question is not explicitly addressed. The model considered in [10], is different from ours in that it analyzes a Stackelberg game between the utility (leader) and PEVs (followers),
where the utility sets a price to maximize its own revenue, while the PEVs are interested in maximizing their own utility function discounted by the charging cost. Compared to the [10], our game model differ in the modeling of both the price setting (by the utility) and charge rate control (by the PEVs) behavior. In our model, energy pricing is based on the actual load on the grid at a particular time, and not something that maximizes the revenue of the utility.

II. SYSTEM MODEL

We model a system where an electric utility negotiates with the finite set of $K = \{1, ..., K\}$ plug-in electric vehicles (indexed 1, ..., $K$) determining the charging schedule in advance (like day-ahead schedule), over a distribution network. We discretize the time of day into $T$ units, indexed as 1, 2, ..., $T$. Let $D(t)$ denote the given base demand (aggregated non-PEV demand) over the entire distribution network, and $p_k(t)$ denote the charging power of PEV $k$ at time $t$, for all $t \in \{1, ..., T\}$. The PEV charging rate $p_k(t)$ are variables that get determined based on the time-dependent energy prices set by the utility, as we will see shortly. Let the vector $p_k = (p_k(1), ..., p_k(T))$ denote the charging profile of PEV $k$ and the vector $p := (p_1, ..., p_K) = (p(1), p(2), ..., p(T))$ denote the charging profile of all the $K$ PEVs in the system. The vector $p$ is also denoted as $p = (p_{-k}, p_k)$, where $p_{-k} = (p_1, ..., p_{k-1}, p_{k+1}, ..., p_K)$ is the vector $p$ excluding the corresponding components to vector $p_k$.

Assume that PEV $k$ must charge over the time interval $[t_k^1, t_k^T]$, where $t_k^1$ is the charging start time and $t_k^T$ is the charging finish time for PEV $k$, $1 \leq t_k^1 < t_k^T \leq T$.

For PEV $k$, per as its battery specification, the charging rate should be within a range:

$$0 \leq p_k(t) \leq p_k^{\max}(t), \quad \forall t.$$  \hspace{1cm} (1)

Let us define $U_k$ as the total energy PEV $k$ requests to get charged in the interval $[t_k^1, t_k^T]$ and $0 \leq U_k \leq \sum_{t=t_k^1}^{t_k^T} p_k^{\max}(t)$. Hence the charging rate variables $p_k(t)$ must satisfy

$$\sum_{t=t_k^1}^{t_k^T} p_k(t) = U_k, \quad 1 \leq k \leq K.$$  \hspace{1cm} (2)

If PEV $k$ customer sets $U_k$ as the total energy needed to fully charge the battery, then $U_k$ is calculated based on the PEV battery capacity, $B_k$, charging efficiency, $\eta_k$, and charging percentage of the vehicle $k$ at time zero, $s_k(0)$, as $U_k = B_k(1 - s_k(0))/\eta_k$.

We define $D_k = \{p_k(t) : t = 1, ..., T | 0 \leq p_k(t) \leq p_k^{\max}, p_k(t) = 0 \text{ if } t \notin [t_k^1, t_k^T], \sum_{t=t_k^1}^{t_k^T} p_k(t) = U_k\}$ as the set of charging profiles for PEV $k$ satisfying constraints (1) and (2), as well as start and finish time constraints. The set $D_k$ defines a bounded subset of $\mathbb{R}^T$. Furthermore, let $\mathcal{D} = \mathcal{D}_1 \times \cdots \times \mathcal{D}_K$ denote the set of charging profiles of all PEVs. As $\mathcal{D}_k$ is compact and convex for all $k$, the set $\mathcal{D}$ as a product of $K$ independent compact sets is also compact and convex.

We assume that the utility charges according to per-unit price function (kernel) $\pi(\cdot)$ that depends on the aggregate load (base plus PEV) at that time. We assume that the individual PEVs are selfish, and just interested in minimizing their own charging cost, taking into consideration the aggregate load at different times that in turn depend on the collection of charging strategies adopted by other PEVs in the distribution grid. In particular, PEV $k$ is interested in its own cost function (subject to the constraint $p_k \in D_k$), defined as follows:

$$J_k(p_k, p_{-k}) = \sum_{t=1}^{T} \left[ \int_{x_t^k=0}^{p_k(t)} \pi \left( D(t) + \sum_{j=1,j \neq k}^{K} p_j(t) + x_t^k \right) dx_t^k \right].$$  \hspace{1cm} (3)

where $\pi(x)$ is defined as the energy pricing function and it is assumed to be a strictly increasing, continuous function of $x$. To motivate the above pricing (cost) function, note that $D(t) + \sum_{j=1,j \neq k}^{K} p_j(t)$ represents the total load due to the base demand and the other PEVs (all PEVs other than $k$) at time $t$. Assuming this “other load”, when PEV $k$ addition of a “small” load of $\Delta x_t^k$ when the PEV has already added a load of $x_t^k$ to the grid at time $t$, costs the PEV an amount of $\pi \left( D(t) + \sum_{j=1,j \neq k}^{K} p_j(t) + x_t^k \right) \Delta x_t^k$ for charging at time $t$. Letting $\Delta x_t^k$ tend to zero, and varying $x_t^k$ from 0 to $p_k(t)$, the charging rate demanded by PEV $k$ at time $t$, results in the formula in (3).

Let $\bar{p}$ denote the Nash equilibrium charging profile of the PEVs, based on the individual cost functions defined by (3). In other words, $\bar{p}$ is a fixed point solution (assuming one exists) of the following set of equations:

$$\bar{p}_k = \arg \min_{p_k \in \mathcal{D}_k} J_k(p_k, \bar{p}_{-k}).$$  \hspace{1cm} (4)

From the perspective of the utility, the cost of energy production and distribution is minimized when is peak-to-average ratio of the total load, or equivalently the variance of the total load, is minimized [9], [11]. This is represented by the social cost function, $\mathcal{L}(p)$, defined as:

$$\mathcal{L}(p) = \sum_{t=1}^{T} \mathcal{V} \left( D(t) + \sum_{k=1}^{K} p_k(t) \right),$$  \hspace{1cm} (5)

where the variance function, $\mathcal{V}(x)$, is a differentiable, increasing, strictly convex function of $x$.

In the case that the pricing function, $\pi(x)$, is defined as the derivative of the variance function, $\mathcal{V}(x)$, i.e. $\pi(x) = \mathcal{V}'(x)$, taking the integral in equation (3), results in:

$$J_k(p_k, p_{-k}) = \sum_{t=1}^{T} \mathcal{V} \left( D(t) + \sum_{k=1}^{K} p_k(t) \right) - \sum_{t=1}^{T} \mathcal{V} \left( D(t) + \sum_{j=1,j \neq k}^{K} p_j(t) \right) = \mathcal{L}(p) - \mathcal{L}(0, p_{-k}).$$  \hspace{1cm} (6)

In the following sections, we assume that $\pi(x) = \mathcal{V}'(x)$, and we show that under this assumption, (i) the set of Nash
equilibria coincides with the set of socially optimal solutions; (ii) best-response charging profile updates by individual PEVs converge to the social optimum solution, under fairly general assumptions on the (possibly asynchronous) update processes. Note that this pricing function varies non-linearly with the charging load added by individual PEVs (the loads by other PEVs remain the same): thus the price per unit load at any time $t$ increases as the PEV puts more load on the grid at time $t$. However, as $\mathcal{V}$ can be any arbitrary differentiable, increasing, strictly convex function for the results to, holds, a very large class of pricing functions $\pi(\cdot)$ satisfy the above two desirable properties, (i) and (ii).

III. PROPERTIES OF NASH EQUILIBRIUM

Minimizing the cost function $J_k$ as in (3) is equivalent to maximizing the payoff function $U_k(p_k, p_{-k}) = -J_k(p_k, p_{-k})$. The price-driven charging profile choice by selfish PEVs (minimizing individual costs), as defined in the previous section, can be represented as a strategic form game $(\mathcal{K}, (\mathcal{D}_k), (U_k))$.

A. Existence of Nash Equilibrium

The following holds for each $k \in \mathcal{K}$:
1. $\mathcal{D}_k$ is a non-empty, convex and compact subset of a finite-dimensional Euclidean space.
2. $U_k(p) = -J_k(p)$ is continuous in $p$ as $\pi(x)$ is continuous in $x$.
3. $U_k(p_k, p_{-k}) = -J_k(p_k, p_{-k}) = -L(p_k, p_{-k}) + L(0, p_{-k})$ is concave in $p_k$ as $L(p_k, p_{-k})$ is convex in $p_k$.

Then based on the Debreu, Glicksberg, Fan theorem [17], the game $(\mathcal{K}, (\mathcal{D}_k), (U_k))$ has a pure strategy Nash equilibrium.

B. Non-uniqueness of Nash Equilibrium

We provide a simple example to show that the Nash equilibrium is not necessarily unique. Let consider the charging profile of two PEVs with $T = 2$ hours, $t_1^1 = t_2^1 = 1$, $t_1^2 = t_2^2 = 2$, $U_1 = 1$, $U_2 = 2$. Also, $p_k^{\text{max}}(t) = 1.96\text{KW}$ for $k = 1, 2$, $t = 1, 2$, and $D(1) = 420\text{KW}$, $D(2) = 421\text{KW}$. Let the pricing function, $\pi(x) = x$, and the variance function, $\mathcal{V}(x) = \frac{1}{2}x^2$. The two charging profiles $\bar{p}^1 = ((1, 0), (1, 1))\text{KW}$ and $\bar{p}^2 = ((\frac{3}{2}, \frac{1}{2}), (\frac{3}{2}, \frac{1}{2}))\text{KW}$ are both Nash equilibria. This implies that the Nash equilibria in our problem may not be unique in general. In fact, it is possible that an infinite number of Nash equilibria exist for this problem, which is also implied indirectly by the result we present next.

C. Social Optimality of Nash Equilibrium

Theorem 1: Any socially optimal charging profile is a Nash equilibrium, and vice versa.

Proof: Let $p^*$ be a social optimum charging profile, therefore it minimizes $\mathcal{L}(p)$ over $\mathcal{D}$. We use contradiction to show that $p^*$ is also a NE charging profile. Let assume $p^*$ is not an NE. Thus there exists a PEV $k$ such that it would deviate from $p^*_k$ to $p_k \neq p^*_k$ in order to reduce its individual cost from $J_k^*$ to $J_k$. As we show in Lemma 1 in the next section, the best-response charging profile $\tilde{p}_k$ that minimizes $J_k(p_k, p^*_{-k})$ is unique, therefore $\tilde{J}_k < J_k^*$. Evaluating the integrals in equation (3) under the assumption $\pi(x) = \mathcal{V}(x)$, and using the definition of $\mathcal{L}(p)$ in (5), we have:

$$\tilde{J}_k = \mathcal{L}(\tilde{p}_k, p^*_{-k}) - \mathcal{L}(0, p^*_{-k}) < J_k^* = \mathcal{L}(p^*) - \mathcal{L}(0, p^*_{-k}). \quad (7)$$

Therefore, $\tilde{J}_k < J_k^*$ implies $\mathcal{L}(\tilde{p}_k, p^*_{-k}) < \mathcal{L}(p^*)$. This contradicts the social optimality of $p^*$ that implies $p^*$ minimizes $\mathcal{L}(p)$ over $\mathcal{D}$.

To prove the converse, we need to show that the Nash equilibrium charging profile $\bar{p}$ is a social optimum. As $\bar{p}_k$ minimizes $J_k(p_k, p_{-k})$ over $D_k$, evaluating the integral in (3) with $\pi(x) = \mathcal{V}(x)$, it follows that $\bar{p}_k$ also minimizes $\mathcal{L}(p_k, p_{-k})$ over $D_k$. Using the first order optimality constraints for any $k$, have:

$$\nabla_k \mathcal{L}(\bar{p})^T (p_k - \bar{p}_k) \geq 0, \forall p_k \in D_k. \quad (8)$$

Summing up all the inequalities in (8) and using the Cartesian product structure of the set $\mathcal{D}$, we conclude that $\nabla \mathcal{L}(\bar{p})^T (\bar{p} - p) \geq 0, \forall p \in \mathcal{D}$. As $\mathcal{L}$ is convex over $\mathcal{D}$, then from Proposition 3.1 (b) in [16], $p$ minimizes $\mathcal{L}$ over $\mathcal{D}$ and therefore is a social optimum charging profile.

IV. CONVERGENCE OF BEST RESPONSE STRATEGY UNDER ASYNCHRONOUS UPDATES

In this section, we explore the convergence of an iterative best-response strategy where each PEV iteratively updates its charging profile asynchronously, based on the latest prices, so as to minimize its individual cost computed according to (3). In the asynchronous update model that we analyze, updates by the PEVs occur in real time, with two assumptions: (i) only a single update (by a single PEV) occurs at any time (step), and is immediately reflected in the price; (ii) the time interval between any two successive updates by the same PEV is bounded. Note that (i) can be achieved by the PEV communicating its updated charging profile to the utility immediately after the update, and the utility communicating the new prices (based on the updated load) to all PEVs immediately as well. In the following analysis as the best-response charging profile is unique (Lemma 1), we only consider non-redundant updates, ignoring any two successive updates by the same PEV (which does not change the system state). The time difference between any two update steps can be arbitrary (but bounded), but these updates must be due to two different PEVs.

Suppose the update at step $m + 1$ (i.e., the $(m + 1)^{th}$ non-redundant update) be due to PEV $k$. In this step, PEV $k$ updates its charging profile $p_k$ (given $p^m_{-k}$) to minimize the cost function $J_k(p_k, p^m_{-k})$:
The best-response charging profile updated at any step, according to equation (9), is unique. 

Proof: Let denote $L = L^{m}(p)$. If there exists an $M > 0$ such that $L^m = L^*$ for all $m \geq M$, then none of the PEVs can decrease its cost function by deviating from $p^* = p^M_k$ and satisfies $p^*_k = \arg\min_{p_k \in D_k} L(p_k, p^{m}_k)$ for all $k$. From the first order optimality constraint, for all $k$, we have: $\forall_k L(p^*_k)(p_k - p^*_k) \geq 0, \forall p_k \in D_k$. Adding up these inequalities for all $k$ and using the Cartesian product structure of $D$, we conclude that $\nabla L(p^*)(p-p^*) \geq 0$ for all $p \in D$. As $L$ is convex over $D$ then $p^*$ is a global minimum of $L(p)$ over $p \in D$ and therefore $p^*$ is a social optimum. 

In the only possible case, $L$ is an infinite length decreasing sequence of real numbers, i.e. $L(p^{m+1}) \leq L(p^m)$ for $m \geq 1$, and for all $M > 0$ there exists $m \geq M$ such that $L(p^{m+1}) < L(p^m)$. As $L^m$ is bounded below by $\sum_{t=1}^{T} D(t)^2$, based on the monotone convergence theorem, there exists some $L^* = \inf_{m} L^m$ such that $\lim_{m \to \infty} L^m = L^*$. As $L^m$ is compact and $L$ is continuous on $D$ and $\lim_{m \to \infty} L(p^m) = L^*$, based on Weierstrass theorem, there exists $p^* \in D$ and a subsequence $\{p^{m_i}\}_{i=1}^{\infty}$ of $\{p^{m_i}\}_{i=1}^{\infty}$ such that $\lim_{i \to \infty} p^{m_i} = p^*$. It now remains that $p^*$ minimizes $L$ over the set $D$.

We first show that $\{p^{m_i+1}\} - \{p^{m_i}\}$ converges to zero. Assume the contrary or, equivalently, that $\{p^{m_i+1}\} - \{p^{m_i}\}$ does not converge to zero. Let $\gamma^m = ||p^{m+1} - p^m||_2$. By possibly restricting to a subsequence $\{a_i\} \subseteq \{m_i\}$, we may assume that there exists some $\gamma^m_0 > 0$ such that $\gamma^m_i > \gamma^m_0$ for all $i$. As the number of the PEVs, $K$, is finite and the sequence $\{a_i\}$ is infinite in length, there exists a vehicle $k$, $1 \leq k \leq K$, that updates its profile $p_k$ in an infinite length subsequence of $\{b_{i+1}\} \subseteq \{a_i\}$. Let $s_{b_{i+1}} = (p^{b_{i+1}} - p^{b_i})/\gamma^b_{b_{i+1}}$. Thus, $p^{b_{i+1}} = p^b + s_{b_{i+1}} = p^b + s_{b_{i+1}}$, if $p^{b_{i+1}}$ differs from zero only along the $k^{th}$ block-component. Notice that $s^{b_{i+1}}_k$ belongs to a compact set and therefore has a limit point $\bar{s}_k$. By restricting to a further subsequence of $\{a_i\} \subseteq \{b_i\}$, we assume that $s^{b_{i+1}}_k$ converges to $\bar{s}_k$.

Let us fix some $\epsilon \in [0, 1]$. Notice that $0 \leq \epsilon \gamma^m_0 \leq \gamma^m_k$. Therefore, $p^{b_i} + \epsilon \gamma^m_0 s^{b_i}_k$ lies on the segment joining $p^{b_i}$ and $p^{b_i} + \gamma^m_k s^{b_i}_k$ and belongs to $D$ because $D$ is convex. Using the convexity of $L$, and the fact that $p^{b_{i+1}}$ minimizes $L$ over all $p$ that differ from $p$ along the $k^{th}$ block-component, we obtain:

$$L(p^{b_{i+1}}) = L(p^{b_i} + \gamma^m_k s^{b_i}_k) \leq L(p^{b_i} + \epsilon \gamma^m_0 s^{b_i}_k) \leq L(p^{b_i}).$$

Since $L(p^{b_i})$ converges to $L(p^*)$, $L(p^{b_{i+1}})$ also converges to $L(p^*)$. We now take the limit as $i$ tends to infinity, to obtain $L(p^*) \leq L(p^* + \epsilon \gamma^m_0 s^*_k)$, for every $\epsilon \in [0, 1]$. Since $\gamma^m_0 \epsilon \neq 0$, this contradicts the strict convexity of $L$ as a function of the $k^{th}$ block-component. This contradiction establishes that $p^{b_{i+1}} - p^*$ converges to zero. In particular, $p^{b_{i+1}}$ converges to $p^*$.

Using this approach successively results that for every sequence $\{p^{m_i}\}$ converging to $p^*$, the sequence $\{p^{m_i+k}\}$ also converges to $p^*$ for all $M \in \mathbb{Z^+}$. Let $N$ denote the maximum cycle length that is pre-defined by the utility based on the update time obligations for each PEV. Let $p^{n_i}$ is the subsequence converging to $p^*$. Let $\{a_i\}$ is a subsequence of $\{m_i\}$ such that $a_{i+1} - a_i > N$. Let $Z_i = \{p^{n_1}, ..., p^{n_{i+1}}\}$. As $N$ is the maximum cycle length, therefore each vehicle $k$ updates its profile at least once in $Z_i$. Let $k_i$ is the first time that PEV $k$ updates its profile at $Z_i$. All the elements in $Z_i$ converges to $p^*$, therefore any sequence $\{p^{n_i+k_i}\}$ also converges to $p^*$. From the definition (9) of the algorithm, for every PEV $k$, we have:

$$L(p^{n_i+k_i}) \leq L(p_k, p^{n_i+k_i-1}_k), \forall p_k \in D_k.$$  

Taking the limit as $i$ tends to infinity, we obtain:

$$L(p^*) \leq L(p_k, p^*_k), \forall p_k \in D_k.$$  

Using the first order optimality conditions for constrained optimization, we conclude that:

$$\nabla_k L(p^*)^T (p_k - p^*_k) \geq 0, \forall p_k \in D_k.$$  

Adding these inequalities for all $k$, and using the Cartesian product structure of the set $D$, we conclude that $\nabla L(p^*)^T (p^* - p^*) \geq 0$ for every $p \in D$. In view of the convexity of $L$, this shows that $p^*$ minimizes $L$ over $D$. 

As an illustration of the best response strategy, let us consider the simple example with two PEVs, $K = \{1, 2\}$, and the parameters: $t^1_1 = 1, t^2_2 = 2, t^2_2 = 3, U_1 = 1KW, U_2 = 1KW$ and $D(t) = 0.42MW$ for $t = 1, 2, 3$. Let assume PEV 1 starts updating its charging profile at
odd steps \( \{2n + 1\}^\infty_{n=0} = \{1, 3, ...\} \) and PEV 2 updates its charging profile at the even steps \( \{2n\}^\infty_{n=1} = \{2, 4, ...\} \). For \( n \geq 1 \), the charging profiles are \( p_1^{2n} = p_1^{2n-1} = \left( \frac{2}{3} - \frac{2}{3} \times \frac{1}{4} \times \frac{1}{3} + \frac{2}{3} \times \frac{1}{4} \right) KW \) and \( p_1^{2n} = p_1^{2n+1} = (0, \frac{2}{3} - \frac{2}{3} \times \frac{1}{4} \times \frac{1}{3} + \frac{2}{3} \times \frac{1}{4}) KW \). As it is seen as \( n \) goes to infinity the charging profiles converge to \( p_1 = \left( \frac{2}{3}, \frac{1}{3}, 0 \right) KW \) and \( p_2 = (0, \frac{1}{3}, \frac{2}{3}) KW \), however we do not achieve \( p^* \) in finite number of time steps.

V. ChArIING PEVs in a DIstRIBution LINe ConstraINs

In this section we revisit the price-driven PEV charging question in a distribution grid, taking into account the grid topology and limited capacity of electricity transmission lines. We model the distribution network as a tree rooted at the distribution substation. Each PEV is attached to one of the leaf nodes of the tree. Each PEV \( k \) is associated with a set of transmission lines (links in the tree graph), \( \beta_k \), which transfer power from the distribution substation to PEV \( k \), and each transmission line \( l \) carries power to a set \( \Gamma_l \) of PEVs, where \( \Gamma_l = \{k : l \in \beta_k\} \). Let \( L \) be the total number of transmission lines (links) (indexed \( 1, ..., L \)) in the tree topology. Let \( K_l = |\Gamma_l| \) denote the number of PEVs that receive electricity through the transmission line \( l \); obviously \( K_l \leq K \). Let \( d_{\text{max}} \) denote the maximum path length (number of transmission lines) between the distribution substation and any PEV, or in other words, the maximum depth of the tree topology. Let \( l_k = |\beta_k| \) be the number of transmission lines that transfer power from the distribution substation to PEV \( k \); thus \( l_k \leq d_{\text{max}} \).

We define \( P_l(t) = \sum_{k \in \Gamma_l} p_t(t) \) as the aggregate PEV load at time \( t \). Let \( P_l(t) = \sum_{k \in \Gamma_l} p_t(t) \) denote the total load of PEVs fed from the \( l^{th} \) transmission line and \( d_l(t) \) denote the base demand load (non-PEV demand) transmitted through transmission line \( l \) at time \( t \). As each transmission line \( l \) has a maximum transmission capacity, \( \rho_l \), the maximum PEV demand it can support at time \( t \) is \( P_l^{\text{max}}(t) = \rho_l - d_l(t) \).

Thus for each transmission line, \( l \), the \textit{overload constraint} is as in the following:

\[
P_l(t) \leq P_l^{\text{max}}(t). \tag{13}
\]

We account transmission line capacity limitations by associating cost (penalty) functions with the constraints (13), and add them to the social cost function in (5) to create an \textit{overload-discounted} objective function. More specifically, let each link \( l \) be associated with an overload cost function, \( C_l(x) \), where \( C_l(x) \) is a continuous, non-negative and strictly convex function of \( x \in \mathbb{R}^+ \). The social cost function can then be \textit{approximated} by minimizing an overload-discounted network objective function \( \mathcal{N}(p) \) over the set of all charging profiles \( \mathcal{D} \), where

\[
\mathcal{N}(p) = \sum_{l=1}^{L} \left\{ \mathcal{V}\left(D(t) + \sum_{k=1}^{K} p_k(t) \right) + \sum_{l=1}^{L} C_l(P_l(t) - P_l^{\text{max}}(t)) \right\}. \tag{14}
\]

Note that the difference between this approximate (overload-discounted minimum cost) problem and the original problem (minimizing (5) over \( \mathcal{D} \)) to subject to (13) can be made small (and therefore the optimum solutions for the two problems can be made close to each other) by defining the overload cost functions appropriately. Intuitively the cost function \( C_l(P_l(t) - P_l^{\text{max}}(t)) \) should be “high” when link \( l \) is overloaded, i.e., \( P_l(t) > P_l^{\text{max}}(t) \), and “small” when it is underloaded, \( P_l(t) < P_l^{\text{max}}(t) \). The above approach represents a classical penalty function method [18] (Chapter 3) of handling constraints in a constrained optimization problem. Intuitively, the problem derived using the penalty function method approaches the original problem as the penalty functions approach a “barrier” function.

In this scenario, each PEV \( k \) minimizes its own cost function, \( \mathcal{I}_k(p_k, p_{-k}) = \sum_{l=1}^{L} \left\{ \pi_l\left(D(t) + \sum_{j=1, j \neq k}^{K} p_j(t) + x_{k}^l \right) \right. \]

\[
+ \sum_{l \in \beta_k} c_l\left( \sum_{j \in \beta_k, j \neq k} p_j(t) + x_{k}^l - P_l^{\text{max}}(t) \right) \right\} dx_{k}^l \tag{15}
\]

where the congestion price function, \( c_l(x) \) is a continuous and strictly increasing function of \( x \).

If \( c_l(x) \) is defined as the derivative of \( C_l(x) \) then all the Nash equilibrium properties discussed in Section III and the best-response convergence result stated in Section IV, extend to this scenario, where the PEV cost function \( \mathcal{I}_k \) and the social objective \( \mathcal{L}(p) \) are replaced by \( \mathcal{J}_k \) and \( \mathcal{N}(p) \), respectively.

VI. NUMERICAL RESULTS

For the simulation study we implement and evaluate the performance of the best-response strategy method proposed in this paper. The hourly load demand data is obtained from [19]. The battery capacity of each vehicle is assumed to be \( U_k = 7 \text{ KWh} \) and it is assumed that the maximum charging rate is \( p_k^{\text{max}}(t) = 1.96 \text{ KW} \) for all \( k \), \( t \). The charging starting and finish time is set to the hours \( t^k_0 = 0 \) and \( t^k_f = 24 \) for all the PEVs. The maximum cycle length is set to \( N = 2K \). The variance function is set to the continuous and strictly convex function \( \mathcal{V}(x) = \frac{1}{2} x^2 \) and the pricing function is set to the continuous and strictly increasing function \( \pi(x) = \mathcal{V}'(x) = x \). Although we assign a pricing function to each PEV to minimize their cost, we use a binary search to find the best-response charging profile of each PEV.
Let $g_k(p) = \sum_{k=1}^{K} p_k(t)$ denote the total PEV aggregate load at time $t$ and the vector $g(p) = (g_1(p), ..., g_T(p))$ denote the total PEV aggregate load during the time $1, ..., T$. Let the best response strategy converges to the limit point $p^\ast$. The normalized error at each step $m$ is determined as the normalized convergence distance of the vector of the total PEV load at step $m$ to $p^\ast$ as in the following:

$$\text{Normalized error} = \frac{||g(p^m) - g(p^\ast)||}{||g(p^\ast)||}$$  \hspace{1cm} (16)

As PEVs update in random, each simulation result is taken from average of 10000 running of the PEV updates to achieve the pre-defined normalized error of the social optimum total load.

Figure 1 shows the total load for the best-response strategy method for $K = 75$ PEVs. As it is seen the updated charging profile has converged to the social optimum charging profile that is the total load with the minimum variance. The total number of updates is $M = 4000$ and the total number of cycles is $C = 13$ with the maximum number of updates in a cycle set to $N = 150$ updates. The normalized error of the total load calculation in figure 1 at step $m = 1200$ is less than $10^{-7}$ as the limit point charging profile is set to $p^\ast = p^{1000}$.

Figure 2 demonstrates the normalized error vs. the number of updates for $K = 75$, $K = 120$ and $K = 200$ PEVs. As it is seen the normalized error decreases exponentially in terms of the number of updates and the number of updates is increased linearly with respect to the number of PEVs to achieve the pre-defined normalized error.
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